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EL CONCEPTO DE DENSIDAD SEMANTICA

1. El mito del contexto infinito

En la ingenieria de sistemas actual, la capacidad de una ventana de contexto (ej. 1M de
tokens) no es equivalente a su utilidad. La "Arquitectura de la Atencién" se basa en
maximizar la IUT (Informacién Util por Token).

2. El fendmeno "Lost in the Middle"

Los modelos tienden a priorizar la informacidn al principio y al final del contexto
inyectado. Todo lo que reside en el "centro" de una ventana de contexto saturada tiene
una probabilidad de recuperacion (recall) hasta un 60% inferior.
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MATRIZ DE UMBRALES DE EFICIENCIA

Tipo de Tarea Modelo Umbral Estrategia de Gestion
Optimo
Resumen / GPT-4¢ < 15k Summarization Chains: Condensar en
Sintesis tokens bloques de 4k antes de la sintesis final.
Analisis de Claude 3.5 | <40k Expandir: Priorizar firmas de métodos
Cadigo Sonnet tokens y definiciones de clases sobre cuerpos
de funcién.
Extraccion de Llama 3.1 < 8k Pruning: Eliminar metadatos y
Datos (8B/708B) tokens etiquetas HTML/JSON redundantes.
Razonamiento ol-preview | <10k Precision: Priorizar la calidad de las
Logico tokens instrucciones sobre la cantidad de
ejemplos (Few-shot).
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PROTOCOLO TECNICO DE PODA (PRUNING)

FASE 1: Filtrado de Metadatos

Eliminar cualquier informacién que no aporte carga semantica al problema (IDs
internos, timestamps irrelevantes, cabeceras de log repetitivas).

FASE 2: Reranking Semantico

No inyectar todo lo recuperado por RAG. Utilizar un modelo de reranking (como
Cohere o BGE) para seleccionar solo los 5-10 fragmentos con mayor relevancia
vectorial.

FASE 3: Compresidon de Historial

En chats de larga duracién, aplicar técnicas de "sliding window" o resumir los turnos
anteriores para mantener la atencion del modelo en el objetivo actual.
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CONCLUSIONES Y METRICAS

Kpis de Gestion para el PM:

1. Recall @ Context: Capacidad del modelo para recuperar un dato especifico en
diferentes profundidades de la ventana.

2. TTFT (Time To First Token): Latencia inicial; aumenta linealmente con el tamafio
del contexto.

3. Efficiency Score: Relacidn entre el acierto en la tarea y el coste de tokens
consumidos.

Nota: "Mads contexto suele significar menos precision. La excelencia en la gestion de
proyectos de IA no reside en darle todo al modelo, sino en saber qué ocultarle para que
su atencion sea mdxima."

Mas recursos en: https://jefedeproyectos.com
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